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Presentation Notes
Good morning. Thank you for attending my talk.  I’m going to describe both the process and the results of UT System’s project to develop a consistent reporting format on information security risks.



The University of Texas System
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A little background on The University of Texas System:
There are 14 institutions: 6 academic health care; 8 academics, 2 with medical schools 
We receive almost $3B in research
236K enrolled students
8.2M out patient visits 
105K employees in Texas 

Our institutions have a common mission to improve the human condition in Texas, the nation, and the world, however, there is wide variation among our institutions. 
For example, 
UTPB 7,000 students	UT Austin 51,000 students
UT Health Northeast in Tyler had 175,194 outpatient visits in 2018; UTSWMC in the Dallas Fort Worth area had more than 2 million outpatient visits.

Our institutions offer services that you may not expect, for example UTMB, which is the oldest medical school in Texas,  provides healthcare to correctional facilities throughout east Texas.

So, while we work together as a System, we operate more as a federation.  Each institution is its own state agency with its own budget.  We are not one legal entity. When it comes to information security, each institution designs its own architecture, chooses its technology vendors, decides how much to spend on tools and staff, when to upgrade equipment, etc

Nevertheless, there are a few governance constructs that affect information security at each of our institutions:
governed by a common Board of 9 Regents appointed by the Governor;
subject to Texas Administrative Code 202;
subject to guidelines from the Department of Information Resources, the state agency that works with all state agencies;
are subject to policies set at the System level and that’s a place where my office comes in;
And we are directed by a Chancellor mandate from 200X that the Information Security Officer may not report to the Chief Information Officer and must report to the institution’s President or a direct report of the President.  In most cases they report to the Chief Compliance Officer or a Chief Business Officer.  I report to the Chief Compliance and Risk Officer at the System level.

That last requirement makes us unique among the other public higher education systems in Texas, but it is a growing trend across all industries and I think this is occurring for several reasons:

I think there also needs to be a group of professionals who wake up every day thinking about nothing else but security.  Because the bad guys wake up every day thinking of nothing else but how to penetrate or circumvent our defenses.  3 lines of defense

There can be a conflict of interest when the CIO owns all technology operations and services as well as security.  I have been a CIO and I know that the trade-offs that have to be made every day can be quite intense.  
The field of information security is increasingly complex and requires specialized resources.
In UT institutions the Information Security function provides oversight and guidance to business managers and IT departments. We perform risk assessments, monitor networks and systems for anomalies, promote a culture of security through awareness and training activities, and participate in planning of major projects and changes.
 
Now that I’ve set the context, I’ll discuss how we set about constructing a reporting framework to identify the most significant risks at each institution and compile an overview for the Board of Regents. The phrase that is in common in higher education of herding cats is apt for this project because as I said, we operate as a federation.




No Actual Cats Were Harmed in the 
Execution of This Project
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This project was a joint effort between my department and Internal Audit.  Each institution has its own audit committee which is chaired by an external member.  Most committees have more than one external member.  They asked for more information about the info security posture of the institution they served.  I’ll return later to the questions that have come up about the role of the Audit Committee vis a vis this report.









Let the Cat Herding Commence…

2 Institution CAEs

2 Institution CISOs

2 Institution CIOs
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First as we almost always do, we created an Advisory Group of stakeholders from the institutions: 

The Advisory Group consisted of <click>
2 Chief Audit Executives (one from an academic institution, one from a health care), <click>
2 Information Security Officers (again one academic, one health), <click>
2 Chief Information Officers (ditto academic and health) and we made sure both small and large institutions were represented.

The Advisory Group reviewed the scope of work for the RFP that was generated, reviewed the proposals, and interviewed the finalists.  Baker Tilly was selected to work with us in this effort.

Baker Tilly:
Gathered existing information generated by the CISO such as the Annual Report required by TAC 202, reports that may have already gone to the Audit or Executive Compliance committee, key metrics, etc.
Conducted virtual interviews with the Audit Committee Chair, the CISO, the CIO, and the CAE of each institution as well as the Chair of Board’s Audit, Compliance and Risk Management Committee.  All interviews were virtual.
Educated the Advisory Committee about the best practices in Board reporting that they have observed across their clients in various industries;
Developed several prototypes that were reviewed with the Advisory Group,
They conducted training webinars and documented the processes to generate the report.

More than 60 people were interviewed (no actual cats were harmed in the process).

In parallel, I kept the broader group of CISOs and CIOs informed of our progress, and briefed the Audit Chairs as a group. 





Part One: Reference Guide

Policies
Standards

UTS 165
System Directives

TAC 202
TX Cyber Act

ITEPA

DFARS
FERPA
FISMA
GDPR
GLBA
HIPAA
ITAR

FEDERAL &   
INTERNATIONAL

STATE OF
TEXAS

UT SYSTEM INSTITUTION

Information Security Compliance
Requirements
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We identified 3 parts to the reporting strategy: a reference guide, a periodic update on the information security program and risks, and a systemwide summary of information for the Board of Regents.

Baker Tilly heard consistently in their interviews of Audit Chairs, that they wanted more information about the institution they’re serving.  Most external members are not from higher education and need an orientation to the landscape, or threatscape and operation in higher education.

The reference guide includes information about the regulatory environment of the institution by providing a short overview of each regulation.



Overview of Information Assets

Mission Critical or 
High Risk Asset 

Custodian Owner Data Records Potential Black Market 
Value 

Description: 
Blackboard Courses 
Website 

School of Nursing Dean 8,000 $160,000 [see values 
below] 
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The reference guide also provides a high level inventory of the mission critical and high risk assets.  The last column, the value on the black market, is somewhat controversial.

The objective of showing the value on the black market is to explain what the institution’s data is worth and presumably the outer limit of what bad actors would spend to steal it.  It also serves to put the investment required to protect it into context.  As some people say, you don’t want to spend $100 on a fence to protect a $20 horse.  But if you have a $100 horse, you need to evaluate the cost of protecting it accordingly.



Overview of Computing Environment

Device Type Percent (%) of Devices 
Centrally Managed 

# of Centrally Managed 
Devices 

# of Decentrally Managed 
Devices 

Workstations 75% 7,500 2,500 

Servers    

Network Controllers    

Domain Controllers    
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The reference guide also provides an overview of the computing environment.  What is the order of magnitude of the number of physical devices that have to be provisioned, patched, and monitored.  

Who is responsible for the care and feeding of those devices? Research universities often have a federated relationship between central IT and IT operations in academic departments.  This is not necessarily a bad thing, but it does require a strong partnership and increases the complexity of the security challenge.

The reference guide also provides definitions of elements in the Periodic Information Security Program and Risk Report.



Part Two: Periodic Risk Update
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The second construct depicts the current risk environment and describes mitigation strategies.  This should be presented twice a year.

There  Through this process we identified several existing constructs that we could leverage in this report:
The maturity levels established by DIR for categories of controls;
Definitions of probability and impact used by Internal Audit throughout the System;

are several components to the periodic update.



Consistent Risk List

10

Presenter
Presentation Notes
While the primary audience for the report is the institution’s leadership; it is also important that we able to summarize the information across the System.  To that end it was necessary to devise a common list of risks that would be ranked at each institution.









Common Risk List
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We agreed upon a list of 18 risks to start.  We use letters to identify each risk to avoid confusing the ID with the criticality of the risk.

Each risk has 3 components – and this is key to making the list meaningful at the institution level as well as at the System level.






Risk Components

General Risk Specific Risk Business Impact

Access control 2FA should be in front the 
student financial aid portal

Potential unauthorized access or 
modifications to student financial 
information

Access control Erratic follow through on 
disabling access after staff 
terminations 

Potential unauthorized access to a 
wide variety of systems
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Each risk starts with a General Risk – these risk terms will be common across the system.

The Specific Risk will describe how that risk is manifested within the institution. In this example, 2 institutions list access control as a risk, but the specific nature of that risk is different.  The framework does not constrain the specific risk descriptions or the business impact.







Risk Heat Map
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Risks are plotted on a heat map.  This is one construct where we have leveraged the work of our Internal Audit group.  The 3x3 matrix and the definitions of Probability and Impact are consistent with the way Audit uses those terms.


Some of the feedback I’ve received is that the audience is distracted by the distinctions between the two orange squares and the distinction between the 3 yellow squares.



Rate All Risks Table

14*Disclaimer: all data is hypothetical and does not represent actual institution risk posture.

Presenter
Presentation Notes
If the distinctions among positions on the heat map are distracting, it may be more useful to use a tabular presentation of all risks.



Risk Mitigation Strategies
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Once the critical risks have been described, the obvious question is ‘what are we doing about it”?



Risk Mitigation Strategies*

16*Disclaimer: all data is hypothetical and does not represent actual institution risk posture.
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Presentation Notes
For each of the critical risks, the report outlines the mitigation strategy.

A strategy could be the implementation of a tool, as illustrated here.  Or it could be the adoption of a new policy or process.  Or the  table could document acceptance of the risk.



Protective Layers

HIGH RISK & 
MISSION

CRITICAL ASSETS

IDENTITY
SECURITY

NETWORK
SECURITY

ENDPOINT
SECURITY

APPLICATION
SECURITY

DATA
SECURITY

RISK, GOVERNANCE 
AND POLICY SECURITY OPERATIONS

Northrop Grumman’s The FanTM cybersecurity model
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Our report borrows the Fan of protective layers developed by Northrum Grumman.  While we do not expect our audit committee members to know much about each of these layers, we think it is important for them to understand that there are layers which work together to protect mission critical and high risk assets.



Maturity
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An institution indicates its overall current maturity level for each protective layer, and its goal level.  This is another area where we’ve leveraged existing constructs.  DIR defines five levels of maturity and we use those same definitions – which are documented in the reference guide.  DIR requires each agency to assess their maturity against 44 controls every two years and we have mapped those NIST-based ratings into the Northrum Grumman FAN layers.

One of our institutions has suggested that instead of indicating the ultimate goal state, we should indicate the level we hope to reach in the next twelve months.



Part Three:  Systemwide Summary

SUMMARY
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I’ve summarized the information that will be presented at the institution level, but how do we “roll this up” to discuss with the Audit, Compliance and Risk Management committee of the Board?



Institution Risk Map*

*Disclaimer: all data is hypothetical and does not represent actual institution risk posture.

Risks Abbr. UNI 1 UNI 2 UNI 3 UNI 4 UNI 5 UNI 6 UNI 7 UNI 8 UNI 9 UNI 10 UNI 11 UNI 12 UNI 13 UNI 14 UNI 15
Staffing Levels A

Vulnerability/Patch Management B
Funding for Upgrades C

Network Security D
Security Strategy E

Asset/System Management F
Security Risk Assessments G

Collaboration H
Threat Management I

Access Control J
Incident Response K

3rd Party Risk L
IT Lifecycle processes M

Inventory Control N
Security Culture O

Data Management P
Insider Threats Q

Physical Security R
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I have my own guestimate about the nature of the critical risks at each institution, it is important for the institution’s CISO to articulate their rankings of risk.  We will get the first round of reports over the summer.  It is possible that the institutions will have similar risk ratings as illustrated here.  If that’s the case, perhaps there is something that we can orchestrate at the System level that would have a systemwide benefit.



Institution Risk Map*

*Disclaimer: all data is hypothetical and does not represent actual institution risk posture.

Risks Abbr. UNI 1 UNI 2 UNI 3 UNI 4 UNI 5 UNI 6 UNI 7 UNI 8 UNI 9 UNI 10 UNI 11 UNI 12 UNI 13 UNI 14 UNI 15
Staffing Levels A

Vulnerability/Patch Management B
Funding for Upgrades C

Network Security D
Security Strategy E

Asset/System Management F
Security Risk Assessments G

Collaboration H
Threat Management I

Access Control J
Incident Response K

3rd Party Risk L
IT Lifecycle processes M

Inventory Control N
Security Culture O

Data Management P
Insider Threats Q

Physical Security R
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Alternatively, it may be the case that the institutions have little in common about their risk profile.  Perhaps the map will look something like a measles outbreak.



Risk Universe Map*

*Disclaimer: all data is hypothetical and does not represent actual institution risk posture.
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Treats all risks and institutions the same.



Weighted Risk Universe Maps*
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*Disclaimer: all data is hypothetical and does not represent actual institution risk posture.

probability and impact of general risk categories. 



Current Program Maturity Levels
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0.0 Non-existent
1.0 Ad-hoc
2.0 Repeatable
3.0 Defined
4.0 Risk-based
5.0 Optimized

Median score

Nonexistent OptimizedCompliant Nonexistent OptimizedCompliant

Healthcare InstitutionsAcademic Institutions

Academic Institutions Healthcare Institutions

Presenter
Presentation Notes
This graphic depicts the current maturity level of our institutions with regards to seven layers of technical controls.  The dotted line represents the median for that family of controls.

Each of these protective layers consist of controls.  The Dept of Information Resources requires each state agency to self-assess their maturity vis a vis these controls every other year.  While we want every UT institution to achieve at least a 3 level rating – which means they have a defined and repeatable process, it is not necessarily a goal to reach level 5.  The marginal value of moving from 3 to 4 or from 4 to 5 may not be worth the expense.

Maturity Level
DIR Description
Keywords
0
There is no evidence of the organization meeting the objective.
None, Nonexistent
1
The organization has an ad hoc, inconsistent, or reactive approach to meeting the objective.
Ad-hoc, Initial
2
The organization has a consistent overall approach to meeting the objective, but it is still mostly reactive and undocumented. The organization does not routinely measure or enforce policy compliance.
Managed,  Consistent, Repeatable
3
The organization has a documented, detailed approach to meeting the objective, and regularly measures its compliance.
Compliant, Defined
4
The organization uses an established risk management framework to measure and evaluate risk and integrate improvements beyond the requirements of applicable regulations.
Risk-Based, Managed
5
The organization has refined its standards and practices focusing on ways to improve its capabilities in the most efficient and cost-effective manner.
Efficient, Optimized, Economized




Further Thoughts
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How to track these risks over time
Providing automated support
Why is this going to the audit committee? They don’t have control over budget?



Questions
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